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MPEC model

min
z

f(z)

s.t. g(z) ≥ 0, (side inequality)

h(z) = 0, (side equality)

0 ≤ r(z) ⊥ s(z) ≥ 0 (complementarity constraint)

g : Rn → Rmg , h : Rn → Rmh , r, s : Rn → Rm. ⊥ denotes
perpendicularity.

◦ also called the Mathematical Program with
Complementarity Constraints (MPCC).
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Complementarity Problem (CP)

0 ≤ r(z) ⊥ s(z) ≥ 0

◦ LCP: both sides of ⊥ are linear functions

◦ NCP: not both sides of ⊥ are linear

Mixed complementarity problem:

0 ≤ rj(z) ⊥ sj(z) ≥ 0,∀j ∈ J (an index set)

free rj(z) ⊥ sj(z) = 0, ∀j 6∈ J
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Variational inequality

Variational Inequality (VI): Given a set K and a
function F : K → Rn, V I(K,F ) :=

(y − x)TF (x) ≥ 0, ∀y ∈ K.

99K Solve for an x satisfying the above condition.

◦ AVI: If F is affine and K is polyhedral.
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Relationship between CP and VI

? CP can be obtained by specializing VI. VI is more
general than CP.

? When the set K is a cone, VI can be written as CP.

? VI is a nontrivial extension of a nonlinear program
(NLP).
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From NLP to VI/CP

Constrained optimization program:

min θ(x)

s.t. x ∈ K

◦ If K is convex, a local minimum x∗ satisfies

(x− x∗)T∇θ(x) ≥ 0, ∀x ∈ K.

99K V I(K,∇θ).

◦ Known result: At what condition a function, F is the
gradient of another function θ, i.e., F is integrable?

— The Jacobian matrix JF (x) is symmetric ∀x ∈ feasible
region.
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From VI to NLP

Consider the set K:

K ≡ {x ∈ Rn : h(x) = 0, g(x) ≤ 0}

h : Rn → R`, g : Rn → Rm.

If x solves VI(K,F), then x solves the following NLP

min yTF (x)

s.t. y ∈ K

, i.e., y∗ = x.

8 / 45



KKT condition

The above NLP has the optimality (necessary) condition:

◦ Assume CQ holds at x, then there exist vectors µ ∈ R`
and λ ∈ Rm such that

0 = F (x) +
∑̀
j=1

µj∇hj(x) +
m∑
i=1

∇gi(x)

0 = h(x)

0 ≤ λ ⊥ −g(x) ≥ 0.

99K A mixed CP in x, µ, λ.
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Noncooperative game

A noncooperative game, N players.
◦ Player i’s strategy set: Ki

◦ Player i′’s strategy: xi

◦ Player i’s cost function: θi(x), depends on all players’
strategies. x consists of all subvectors xi

Noncooperative game/Cooperative game

Given other N − 1 players’ strategies x−i, player i’s
optimization problem:

min θi(x
i,x−i)

s.t. xi ∈ Ki.
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Nash Equilibrium

The Nash equilibrium is N players’ strategies such that
no player has the incentive to unilaterally deviate from
the current strategy.

Consider convex Ki and convex cost function θi.

x is a Nash equilibrium if and only if ∀ individual i,

(yi − xi)T∇xiθi(x) ≥ 0, ∀yi ∈ Ki

Special case: two-person zero-sum game

N = 2, θ1(x) = −θ2(x).
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Concatenating individual VIs

Concatenating the gradients

F(x) ≡ (∇xiθi(x))Ni=1.

and form the Cartesian product

K ≡
N∏
i=1

Ki

As a result, x is a Nash equilibrium iff x ≡ (xi)Ni=1 solves
the VI

(y − x)TF(x) ≥ 0, ∀y ∈ K
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Mixed CP expression of Nash equilibrium

◦ Suppose set Ki is specified by inequalities and equalities.

◦ concatenating N KKT systems
99K a mixed CP expression of the Nash Equilibrium.
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Bimatrix game

Bimatrix game: Γ(A,B)

? Player I and player II participate.
? A and B are costs matrices incurred by players I and
II respectively.
? Suppose player I has m strategies and player II has n
strategies. A,B ∈ Rm×n.
? Two strategy settings: pure strategy, mixed strategy
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Strategy

1. Pure strategies: When player I chooses strategy i
and player II chooses strategy j, player I incurs cost Aij
and player II incurs Bij .

2. Mixed strategies: Introduce x ∈ Rm and y ∈ Rn the
probabilities of choosing each strategy for player I and II
respectively. Player I incurs expected cost xTAy and
player II incurs xTBy.
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Bimatrix game—equilibrium of mixed strategies

A pair of mixed strategies (x∗, y∗) is said to be a Nash
equilibrium if

(x∗)TAy∗ ≤ xTAy∗, ∀x ≥ 0 and

m∑
i=1

xi = 1

(x∗)TBy∗ ≤ x∗TAy, ∀y ≥ 0 and

n∑
j=1

yi = 1
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Supply-Demand market equilibrium

1. Supply side:

min cTx

s.t. Ax ≥ b
Bx ≥ r∗

x ≥ 0.

c: cost for the supply activities

x: production activity level

Ax ≥ b: technological constraints

Bx ≥ r∗: demand requirement constraint
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Supply-Demand market equilibrium

2. Demand side:

r∗ = Q(p∗) = Dp∗ + d

Q(·): market demand function, assumed affine

p∗: prices

r∗: demand quantities
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Supply-Demand market equilibrium

Denote π∗: the shadow price (i.e., the market supply
prices) corresponding to the constraint Bx ≥ r∗

3. Equilibrating condition:

p∗ = π∗

Mathematically, we are to find p∗ and r∗ so that the
above 3 things are satisfied.
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Supply-Demand market equilibrium—LCP formulation

First we write the optimality condition for supply side,
where v is the multiplier corresponding to Ax ≥ b:

0 ≤ c−AT v∗ −BTπ∗ ⊥ x∗ ≥ 0

0 ≤ Ax∗ − b ⊥ v∗ ≥ 0

0 ≤ Bx∗ − r∗ ⊥ π∗ ≥ 0

Then substitute r∗ by Dp∗ + d and π∗ by p∗. Done.
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Cournot production problem

Cournot production problem: The price of goods
depends on total quantity in the market.

◦ quantity competition. (Cournot competition)

◦ a phenomenon accompanying with oligopoly

◦ may be reduced to monopoly or extend to perfect
competition
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Cournot production and distribution problem
formulation

Plants are on a network with node set N and arc set A.
M producers. Nf are markets where firm f has a plant.

Variables:
xfa : amount of flow controlled by f on link a
sfi : amount of the commodity produced by firm f at
node i
dfj : amount of the commodity delivered by firm f to
node j
Parameters:
Cfi(sfi) : cost to f of producing sfi units of the
commodity at i.
CAPfi : capacity of firm f to produce at i.
cfa(xfa) : cost to f of shipping xfa units on link a.
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Total quantity decides price

Denote

Qj =

M∑
f=1

dfj

The unit price is expressed as

pj(Qj)

Firm f ’s profit maximization:

max θf ≡
∑
j∈N

dfjpj(Qj)−
∑
i∈Nf

Cfi(sfi)−
∑
a∈A

xfaca(xfa)
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Optimal production and distribution

Constraints:

sfi ≤ CAPfi, ∀i ∈ Nf

dfi +
∑
a∈A+

i

xfa = sfi +
∑

a∈A−i

xfa, ∀i ∈ Nf

dfi +
∑
a∈A+

i

xfa =
∑

a∈A−i

xfa, ∀i ∈ N\Nf

dfi, sfi, xfa ≥ 0.

A+
i : set of arcs with i as the beginning node

A−i : set of arcs with i as the ending node.

? Denote Kf the constraints set containing above
constraints.
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Nash-Cournot Equilibrium

Let xf be the stack of variables [d, s, x] and x = (xf )Mf=1.

? Rewrite firm f ’s optimization problem.

Standard form:

max θf (x)

s.t. xf ∈ Kf .

Nash-Cournot equilibrium

x is a equilibrium iff x ≡ (xi)Ni=1 solves

(y − x)TF(x) ≥ 0, ∀y ∈ K

where F(x) be the concatenation of −∇xf θf (x).
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Cournot production and distribution—electricity
network

Electricity: an oligopoly market — Cournot production

Main aspects:

◦ generation [multiple generation plants on a node]

◦ transmission [extra supply through arcs]

◦ distribution [fulfilling demand on each node]
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Electricity market notations

Additional notations needed:
Parameters:
Gfi : set of generation plants owned by firm f at node
i ∈ Nf

CAPfih : generation capacity at plant h ∈ Gfi
CAPa : transmission capacity on link a
ρa(z) : transmission price on link a depending on total
flow z
Cfih : the cost of generation to firm f at site i and plant
h.
Variables:
yfih : amount produced at plant h ∈ Gfi
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Electricity market notations

Firm f ’s profit maximization problem:

max θf (xf )

s.t. xf ∈ Kf (x−f )

xf : firm f ’s decision variables including [d, y, x]

x−f : decisions made by firms other than f

θf (xf ) : profit of firm f resulting from the decision

Kf (x−f ) : constraints set of firm f , where some of the
parameters are determined by other firms.
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Electricity market notations

θf (xf ) =
∑
j∈N

dfjpj

 M∑
g=1

dgj

−∑
i∈Nf

∑
h∈Gfi

Cfih(yfih)−
∑
a∈A

xfaρa

Kf (x−f ) ≡

yfih ≤ CAPfih,∀h ∈ Gfk, ∀i ∈ Nf

dfi +
∑
a∈A+

i

xfa =
∑

h∈Gfi

yfih +
∑

a∈A−i

xfa, ∀i ∈ Nf

dfi +
∑
a∈A+

i

xfa =
∑

a∈A−i

xfa, ∀i ∈ N\Nf∑
f ′∈F

xf ′a ≤ CAPa, ∀a ∈ A [link capacity]

xfa, yfih, dfi ≥ 0.
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Electricity market notations

Further define K̃f ≡

yfih ≤ CAPfih,∀h ∈ Gfk, ∀i ∈ Nf

dfi +
∑
a∈A+

i

xfa =
∑

h∈Gfi

yfih +
∑

a∈A−i

xfa, ∀i ∈ Nf

dfi +
∑
a∈A+

i

xfa =
∑

a∈A−i

xfa, ∀i ∈ N\Nf

Define

Kf (x) ≡ {xf :
∑
f ′∈F

xf ′a ≤ CAPa} ∩ K̃f

Ω ≡ {x : all x satisfying link capacity}

K ≡

 M∏
f=a

K̃f

 ∩ Ω
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Electricity market notations

F(d,y, z) =


−
∂θf (x)

∂dfi
: ∀f, i

dCfih(yfih)

dyfih
: ∀f, i, h

ρ·(z)⊗ e


ρ· is the vector of all ρa, a ∈ A, ⊗ denotes the Kronecker
product, and e is the vector of ones in RM . This produces
M copies of ρ·.

99K Equilibrium (d,y, z) are those solve the V I(K,F).
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Structural Estimation

The structural estimation is a (relatively) new-born
technique which involves:

1. Assuming a parametric model for the system
I including probabilistic assumptions on random

quantities

2. Deducing a set of necessary (structural) equations for
unknown parameters

I including optimality condition of optimization within
the system

3. Solving an MPEC corresponding to a generalized
method of moment (GMM) estimate of the
parameters.

I including optimality condition of optimization within
the system and the orthogonality conditions of
instrumental variables used in GMM
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Structural Estimation: pure characteristics

To describe the demand of consumers,

. Discrete choice, 1974

. Random Coefficients Logit (or BLP model), 1995

. Pure Characteristics (or PCM), 2007

In PCM,
the utility for consumer i buying product j in market t is

uijt = xT
jtβi − αipjt + ξjt,

xjt ∈ RK : observed product characteristics,

pjt : price of product j in market t,

βi ∈ RK and αi : consumer specific coefficients, and

ξjt : the only unobserved characteristic.
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Structural Estimation: pure characteristics

Select the coefficients βi, αi and ξjt so the utility is
appropriate.

Structures include market-level observations that should
be met:

? Market share (or product quantity sold)

? Distribution of the random coefficients βi and αi

? Observed product price

? Distribution of the marginal cost

? Competitive environment 99K a Game with F + 1
players
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Model development

I Introduce πijt: probability for consumer i to buy
product j in market t.

Rational consumers do the following:

0 ≤ πijt ⊥ γit − [xT
jtβi − αipjt + ξjt] ≥ 0

0 ≤ γit ⊥ πi0t = 1−
J∑
j=1

πijt ≥ 0,

where γit = max

{
0, max

1≤`≤J

(
xT
`tβi − αip`t + ξ`t

)}
.
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Model development

I The F + 1 players in the Game are F firms and a
virtual league of consumers.
? F firms: pricing problem
? The league of consumers: maximizing the
aggregated utility, also called “market optimization”
problem.

I Use Generalized Method of Moments (GMM) for
minimizing residuals.
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The estimation model

QPNCCEsP,NB(Zξ; Λξ; Zω; Λω; Mt; N ; q; pobs; x; y; η; w; ):

min
θ∈Υ;mc; ξ;ω; z

1
2 ξ

T ZξΛξZ
T
ξ ξ + 1

2 ω
T ZωΛωZT

ωω

subject to • ∀ t = 1, · · · , T, j = 1, · · · , J, and f = 1, · · · , F :

Mt

N

N∑
i=1

πijt = qjt; p̂jt = pobsjt −mcjt

• ∀ t = 1, · · · , T ; i = 1, · · · , N ; and j = 1, · · · , J :

complementarities in the Nash-Bertrand Game

• 0 ≤ mcjt ≤ pobsjt
• βik = β̄k + σβkηik ∀ k = 1, · · · ,K,
• αi = exp(ᾱwi)

and • mcjt = yT
jtφ+ ωjt.

37 / 45



Appendix: The Nash-Bertrand game

0 ≤ vijt ⊥
Mt

N
πijt −

J∑
`=1

λij`t ≥ 0,

∀ i = 1, · · · , N ; j = 1, · · · , J ; t = 1, · · · , T

0 ≤ p̂jt ⊥ −
N∑
i=1

∑
j′∈Jf

λij′jt ≥ 0,

∀ j = 1, · · · , J ; t = 1, · · · , T

0 ≤ λij`t ⊥ vij`t + p̂`t −
xT
`tβi − αimcjt + ξ`t

αi
≥ 0,

∀ i = 1, · · · , N ; j = 1, · · · , J ; ` = 1, · · · , J ; t = 1, · · · , T

0 ≤ πijt ⊥ γit + αip̂jt − (xT
jtβi − αimcjt + ξjt) ≥ 0,

∀ i = 1, · · · , N ; j = 1, · · · , J ; t = 1, · · · , T

0 ≤ γit ⊥ 1−
J∑

j=1

πijt ≥ 0.

∀ i = 1, · · · , N ; t = 1, · · · , T
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MPEC as an extension of NLP

Problematic! The existence of Lagrange multipliers is not
guaranteed.

Resolution: MPEC stationary conditions and MPEC
constraint qualification

◦ We will use the MPEC formulation (on p.2) but
eliminate the side equality constraint for the following
definitions.
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MPEC active set

Definition: For a feasible point z, the MPCC-active set is
given by the active constraint indices

Ig(z) = {i : gi(z) = 0}

Ir(z) = {i : ri(z) = 0}

Is(z) = {i : si(z) = 0}

40 / 45



MPEC stationarity

Definition: Let z be feasible for MPEC. We say z is B-
stationary or primal stationary if for each partition I ∪ J of
{1, . . . ,m} such that I ⊃ Ir(z) and J ⊃ Is(z), z is stationary
for (NLP (I)):

minz f(z)

s.t. g(z) ≥ 0

rI(z) = 0 ≤ sI(z)
rJ(z) ≥ 0 = sJ(z)

Note: Other MPEC-stationarity includes
strong-stationarity, weak-stationarity, C-stationary and
A-stationarity.
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MPEC-LICQ

Definition: Let z be feasible for the MPEC. The MPEC-LICQ
holds at z if the MPEC-active constraint gradients

{∇zgi(z) : i ∈ Ig(z)}∪{∇xri(z) : i ∈ Ir(z)}∪{∇zsi(z) : i ∈ Is(z)}

are linearly independent.
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Equivalent NLP

min
z

f(z)

s.t. g(z) ≥ 0

r(z), s(z) ≥ 0

r(z)T s(z) ≤ 0.

Proposition: Let z∗ be feasible for the MPEC at which
MPEC-LICQ holds. If z∗ is a local minimum of the equiv-
alent NLP, then z∗ is a local minimum of the MPEC, z∗

is a stationary point of the equivalent NLP, and the KKT
multipliers exist for the equivalent NLP.

Note: Similar results can be obtained for formulation of
r(z)T s(z) = 0, ri(z)si(z) = 0,∀i, and ri(z)si(z) ≤ 0, ∀i.
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Algorithms for solving MPEC

Methods extended from NLP:

◦ SQP-Filter code (Fletcher and Leyffer)

Methods for solving CP:

◦ PATH solver (Dirkse, Ferris, and Munson): a
generalization of Newton’s method
◦ Lemke’s method: tableau pivotal
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